Laser ablated carbon plume: experiment and modelling
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Abstract. Laser ablation of graphite is studied both theoretically and experimentally. Plasma temperature and electron density in the early phase of expansion into vacuum are measured as a function of distance from the target. The experimental results agree well with the theoretical simulations. The simulation of ablation shows that plasma plume considerably affects the ablation rate.
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Introduction

Laser ablation is a well-established method of removing material from a solid surface by irradiating it with a laser beam. During laser ablation, the material evaporated from the target forms a thin layer of very dense gas, consisting of electrons, ions and neutrals. This plasma plume absorbs energy from the laser beam, and its temperature and pressure grow [9]. The ablation rate is strongly affected by the plasma formation because the dense plasma plume can entirely block laser radiation and subsequently energy transfer from the laser beam to the material [2, 9].

In this paper, the ablation of graphite is studied both theoretically and experimentally. Theoretical modelling of the target heating and plasma formation during interaction with the nanosecond laser pulse is presented and compared with the experiment. Graphite was chosen because its ablation is used to obtain a wide variety of carbon-containing materials, such as diamond-like carbon [14], fullerene carbon molecules [4] and carbon nanotubes [11], as well as for the removal of co-deposited layers from plasma limiters in tokamaks [13].

Theoretical model

The model [10] which describes both the target heating, formation of the plasma and its expansion consists
of equations of conservation of mass, momentum and energy and is solved in axial symmetry with the use of the Fluent software package [1]. In the case of a nanosecond laser, the ablation is thermal and hence the initial conditions for plume expansion were taken from the theory of the rapid surface vaporization [5]. It has been assumed that the vapour velocity at the end of the Knudsen layer is sonic and the other parameters are \( T_s \sim 0.67 T \), \( \rho_s \sim 0.21 \rho \), \( \rho_s \sim 0.31 \rho \), where the subscript \( s \) denotes the surface [5]. The temperature \( T \) is determined by solving the heat transfer equation and the pressure \( p \), is calculated from the Clausius-Clapeyron equation [5].

The target heating is described by the equation

\[
\frac{\partial (\rho H)}{\partial t} + \text{div}(\rho u H) = \text{div}(k \nabla T)
\]

where \( H \) is enthalpy \( H = \int_{T_0}^T c_p \, dT + L_m \),

\( c_p \) is the specific heat at constant pressure, \( L_m \) is the latent heat of melting, \( \rho \) is the mass density of the target material, \( k \) is the thermal conductivity, \( T \) is the temperature, \( R \) is the target reflectivity, \( \alpha \) is the graphite absorption coefficient, \( I_s = I_{ls} \cdot \exp(-\alpha dz) \), where \( I_s \) is the laser intensity, \( \alpha \) is the plasma absorption coefficient, \( z \) is the axial coordinate and \( u \) is the recession velocity given by the Hertz-Knudsen equation,

\[
u(t) = (1 - \beta) \frac{m}{2 \pi k T_s} t^{1/2}
\]

where \( \beta \) is the fraction of the vaporized particles returning to the target surface (back flux) and \( m \) is the particle mass. The energy source term \( I_s \) was used in the form which fits the shape of the laser pulse.

The boundary condition at the place where the laser beam strikes the surface is

\[ -k \frac{\partial T}{\partial n} = -\rho u(t) L_s \]

where \( L_s \) is the latent heat of vaporization and \( u \) is the unit vector perpendicular to the surface.

During the first few hundreds of nanoseconds after beginning of the laser pulse the plasma is so dense, that it can be treated as continuum fluid and equations of gasdynamics can be applied for its description. The set of equations consists of equation of conservation of mass, energy, momentum and a convection-diffusion equation in the form [1, 10]:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \bar{v}) = 0
\]

\[
\frac{\partial (pE)}{\partial t} + \nabla \cdot (\bar{v}(pE + p)) = \kappa \cdot I_s - \Phi
\]

\[
\frac{\partial (\rho \bar{v})}{\partial t} + \nabla \cdot (\rho \bar{v} \bar{v}) = -\nabla p + \rho \bar{g}
\]

\[
\frac{\partial (\rho \bar{Y}_s)}{\partial t} + \nabla \cdot (\rho \bar{v} \bar{Y}_s) = 0
\]

where \( E \) is energy \( E = H - \rho / \rho + 0.5v^2 \), \( I_s \) is the local laser intensity, \( p \) is the pressure, \( \bar{v} \) is the velocity vector,

\( \Phi \) is the radiation loss function, and \( \bar{g} \) is the gravity, \( Y_s \) is the mass fraction of ablated vapour in the mixture with residual air. In the first phase of the plume expansion, the gasdynamic effects prevail over the transport phenomena and the momentum equation can be used in the Euler form. The mass density and the specific heat of carbon vapour were calculated in all necessary ranges of pressure, assuming the local thermodynamic equilibrium. At \( z = 0, r < r_s \), where \( r_s \) is the radius of the laser beam the conditions at the end of the Knudsen layer were assumed. Details of modelling can be found in [10].

**Experiment**

Graphite target irradiation was performed using a Nd:YAG laser operating at its fundamental wavelength of 1064 nm with pulse energy of \( \sim 400 \, \text{mJ} \) and 10 ns pulse duration. The laser spot on the target was 2.5 mm\(^2\), which resulted in the laser fluence of \( \sim 15 \, \text{J/cm}^2 \) (intensity, \( I \approx 1.5 \, \text{GW/cm}^2 \)). The incident angle of the laser beam was 45° to the surface normal. A pyrolytic graphite target from Kurt J. Lesker was used (density \( 2.18 \times 10^3 \, \text{kg/m}^3 \), purity 99.999%). The target was rotated to avoid crater formation. The ablated plume expanded in a chamber evacuated to a background pressure of \( 1 \times 10^4 \, \text{Pa} \). The experimental setup was similar to that described in [3]. The emission spectra of the plasma plume was registered with the use of a spectrograph/monochromator (Acton, model SpectraPro2500i) and an ICCD camera. The spectrograph was equipped with three gratings 2400, 1800, and 600 grooves/mm. In the case of 2400 g/mm, the reciprocal dispersion in the visible region was 0.005÷0.008 nm/pixel depending on wavelength. The width of the entrance slit was 50 μm. The plasma was imaged on the entrance slit using a 300 mm achromatic lens mounted on a movable table. The magnification was 1. The camera was gated by a digital delay generator triggered by the signal from the laser. The exposure time (gate width) was 10 ns. The delay time changed from 15 ns to 180 ns.

The emission spectra consisted of C IV, C III and C II ions lines. The atomic lines were not observed in the delay times studied. The electron densities were determined from the Stark broadening of the C IV 580.13 nm, C III 569.59 nm and 464.74 nm lines and at greater distances from the Stark broadening of the C II 426.70/72, 566.24 and 657.80 nm lines. The Stark broadening parameters were taken from [6, 7]. The apparatus half-width was measured with the use of a low pressure spectral lamp. Close to the target, the electron temperature was determined from the ratio of intensities of the C IV 580.13 nm and C III 569.59 nm lines (multiplied by the electron density). Farther from the relative intensities of the C III 466.58, 466.36, 467.39, 464.74, 465.02, 465.14, and 569.59 nm lines (multiplied by the electron density). The transition probabilities were taken from [12] and [8]. The lines used for determination of the electron density, and temperature were checked to be free from self-absorption according to the method described in [3].
Results

The effect of plasma absorption on the laser intensity distribution and the target surface temperature is shown in Fig. 1. The temperature of the target surface reaches a maximum of 8400 K at the axis centre at $t = 13$ ns after the beginning of the laser pulse. At the same moment, plasma plume forms ahead of the target and then laser intensity at the axis practically drops to zero within a few nanoseconds. The plasma absorption is the strongest in the centre of the laser beam and consequently, the temperature of the target is affected mainly at small radii.

The observed changes of the temperature of the target surface, due to plasma absorption results in the decrease of total ablation rate of ~ 15% in comparison to the unaffected laser beam. The calculated amount of ablated matter – $0.81 \mu g \cdot mm^{-2} \cdot pulse^{-1}$ is close to that obtained experimentally – $0.84 \mu g \cdot mm^{-2} \cdot pulse^{-1}$ at the fluence 15 J·cm$^{-2}$. The experimental value was obtained by measuring the target weight before and after 3000 shots.

Figure 2 shows the distributions of the plasma temperature and electron density 40 ns from the beginning of the laser pulse. The development of the plasma results in the growth of temperature and consequently, the increase of pressure which in turn accelerates the plume. The plasma flow velocity increases from the initial $3 \times 10^4$ m·s$^{-1}$ to $6 \times 10^4$ m·s$^{-1}$.

The experimental and theoretical results are compared in Fig. 3 where the axial electron temperatures and densities at two different delay times are presented as a function of a distance from the target. The agreement between the experiment and the theoretical model is fairly good at delay times greater than 60 ns.

Summary

The simulated profiles of the plasma temperature and electron density in the early phase of expansion are in reasonable agreement with the experimental profiles obtained from the emission spectroscopy. This shows that the hydrodynamic model applied fairly well de-
scribes an evolution of the plasma plume. The results of the calculations show that the plasma induced during the laser ablation has a significant effect on the ablation rate. At laser fluence $F = 15 \text{ J cm}^{-2}$ the ablation rate is $\sim 15\%$ lower in comparison to the unaffected laser beam.
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Fig. 3. Axial electron temperature and density as a function of a distance from the target. Delay time $t = 40$ and 60 ns. Symbols – experiment; ● from the ratio of intensities C IV 580.13/C III 560.59 nm lines; ● from relative intensities of C III lines; ■ from the ratio of intensities C III 569.59/C II 566.24 nm lines. Lines – theoretical model.